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ABSTRACT: A periodically tested two-component system is considered, with two possible structures: series
and parallel. The accumulating deterioration of both components is modelled with a bivariate non decreasing
Lévy process, which takes into account the dependence between the two components. Each component is
considered as failed as soon as its univariate deterioration level is beyond a specific threshold. Between
inspections, failures remain unrevealed. At inspection times, failed components are instantaneously replaced
by new ones (corrective replacements), whereas still working components are left as they are. The repair
may hence be imperfect at the system level. To shorten the system down-time, preventive thresholds are next
introduced, with a similar replacement policy as for the corrective one otherwise. The system is assessed
through cost functions on a finite and infinite horizon times, which are studied with the help of Markov
renewal theory. The influence of different parameters (such as the dependence between the two marginal wear
indicators) on the cost functions is studied.

Keywords: Reliability; multivariate Lévy processes; dependent wear indicators; Gamma processes; Markov
renewal theory.

1 INTRODUCTION

In reliability, stochastic models for deterioration
based on actual measurements of the system deteri-
oration level have been the subject of many studies
since the last decades. In case of non decreasing de-
terioration, classical models include compound Pois-
son processes and Gamma processes, according to
whether the deterioration is due to isolated shocks or
continuous wear accumulation, see (Abdel-Hameed
1975), (Singpurwalla 1995) or (Van Noortwijk 2009)
e.g.. Such classical models both are univariate non
decreasing Lévy processes, also called subordinators.
We here consider a two-component system, where the
deterioration of each component is measured by a uni-
variate subordinator. Because of a common stressing
environment, the deterioration levels of the two com-
ponents are correlated. Hence the need for a bivari-
ate stochastic model with univariate subordinators as
margins to describe the system evolution.

Up to our knowledge, multivariate non decreasing
wear indicators have not been much studied in the
previous literature. Several notable exceptions may
however be found such as (?) and (Ebrahimi 2004),
which both use specific constructions leading to some
specific bivariate increasing Lévy processes (though

not recognized as such in the quoted papers). As in
(Mercier & Pham 2012), we here propose to model
the evolution of our two-component system by a gen-
eral bivariate subordinator (or non decreasing bivari-
ate Lévy process).

Both series and parallel structures are envisionned
for the two-component system. Each component is
considered as failed as soon at its deterioration level
has reached a pre-determined failure threshold. In
(Mercier & Pham 2012), the system was assumed to
be continously monitored and repairs to be perfect. In
the present paper, the deterioration level of the two
components is known only through periodic inspec-
tions. By an inspection, failed components are instan-
taneously replaced by new ones (corrective replace-
ments). In case where one single component is down
by an inspection, this leads to an imperfect repair at
the system level. For the two envisionned structures
(series and parallel), the system may remain failed
for a while before an inspection. To lower the system
down-time, a preventive maintenance policy is con-
sidered, where preventive replacements are performed
at inspection times, as soon as the deterioration level
of a component is observed to be beyond a preventive
threshold (lower than the corrective threshold). The
preventive maintenance policy is assessed through



a cost function, both on a finite and infinite hori-
zon. This cost function takes into account down-time
unitary costs, inspections costs as well as replace-
ments costs, with economical dependence between re-
placement costs. (Simultaneous replacements are less
costly than separate replacements). Our model hence
takes into account two kinds of dependencies: 1. sto-
chastic dependence between the random deteriora-
tion levels of each component (induced by common
stresses); 2. economical dependence, which may lead
to grouped replacements to lower replacement costs,
and consequently implies some kind of functional de-
pendence. Such dependencies (and especially the sto-
chastic one) highly complicate the study, as well as
the imperfect repairs.

Similar preventive and corrective threshold-based
replacement policies have already been considered in
the literature on a large scale in the univariate set-
ting, see (Van Noortwijk 2009) for numerous refer-
ences in case the system deterioration is modelled by
a Gamma process. Papers are much fewer in the mul-
tivariate setting. One may however quote (Castanier,
Grall, & Berenguer 2005), where the authors envi-
sion a two-unit series system with stochastically inde-
pendent but economically dependent components, in
a discrete time setting. Though their study is highly
simplified by the assumption of stochastic indepen-
dence between components, their condition-based in-
spection scheme is however more complicated than
our periodic one. Also, like lots of other papers on
similar subjects, they only envision long-time runs
whereas we also consider the more difficult case of
a finite horizon time, addingly.

The article is organized as follows: in Section 2,
the model is presented, both for the unmaintained
and preventively maintained system. Section 3 is de-
voted to theoretical developments whereas Section 4
presents numerical experiments. We finally conclude
in Section 5.

2 THE MODEL

2.1 The unmaintained system

The deterioration of the two-component system is
measured by a bivariate nondecreasing Lévy process

X =
(
X
(1)
t ,X

(2)
t

)
t≥0

, also called bivariate subordina-

tor. This means that the process starts from (0,0) and
has homogeneous and independent increments, see
(?) for more details. As in (Mercier & Pham 2012),
the process X is assumed to have null drift, so that
X is a pure jump process. For sake of simplicity, we
also assume that the distribution of Xt admits a den-
sity with respect of Lebesgue measure, which is not
mandatory for the present study.

For each i = 1,2, the ith marginal process(
X
(i)
t

)
t≥0

stands for the deterioration of the

ith component and is an univariate subordinator.
The i−th component is considered as failed as
soon as its deterioration level is beyond thresh-
old Li. To avoid the trivial case, we assume that

P
(
X
(1)
T > L1,X

(2)
T > L2

)
> 0.

The respective probability distribution functions

(p.d.f.) of Xt and X
(i)
t are denoted by ft and f

(i)
t ,

their cumulative distribution functions (c.d.f.) by Ft
and F

(i)
t , and their survival functions by F̄t and F̄

(i)
t .

The state of the system is perfectly controlled via
periodic inspections at time 0, T,2T, . . . Between in-
spections, failures remain unrevealed. At time nT ,
n ≥ 0, only failed components are replaced (correc-
tive replacements). Replacements are assumed to be
instantaneous and perfect. This means that, by an in-
spection, deterioration levels of failed components are
reset to zero whereas they are left unchanged other-
wise.

2.2 The preventive maintenance policy

In order to avoid failures and to shorten down peri-
ods, preventive maintenance thresholds Mi are next
introduced (with 0 ≤Mi ≤ Li, i = 1,2), with a simi-
lar replacement policy as for corrective replacements
otherwise. More specifically, at time nT , n≥ 0, if the
deterioration level of the ith component is between
Mi and Li , a preventive replacement is performed. If
its deterioration is beyond Li, the component is failed
and a corrective replacement takes place. Preventive
replacements (PR) are assumed to be instantaneous
and perfect, just as for corrective replacements (CR).

This preventive maintenance (PM) policy is illus-
trated in Figure 1, where, at time T , the second com-
ponent is preventively replaced because its deteriora-
tion level exceeds M2 but remains below L2, while

the first component is left as it is (X
(1)
T < M1). At

time 2T , the first component is preventively replaced
while the second component is left as it is. At time
3T , both components are left as they are. At time 4T ,
a simultaneous replacement takes place: the first com-
ponent is preventively replaced whereas a corrective
replacement is performed on the second one. Com-
ponents are next left as they are at time 5T and one
single corrective replacement takes place at time 6T
for the second component. In all this sequence, only
one complete replacement is performed at the system
level, at time 4T . All the other maintenance actions
are imperfect (at the system level).

This replacement policy does not depend on the
system structure (series or parallel): it is the same
for both structures. However, the system state (up or
down) depends on its structure, as well as the down-
time duration.

Taking Mi = Li for i = 1,2, the unmaintained sys-
tem appears as a special case of the preventively
maintained system. Taking Mi = 0 for i = 1,2, the
system is replaced every T time units. The classical
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Figure 1: The preventive maintenance policy

periodic replacement policy with no repair at failure
and period T then appears as a special case of the PM
policy.

To assess the PM policy, cost functions are con-
sidered, which takes into account a down-time uni-
tary cost per unit time (cu), inspection costs (cp) and
replacement costs. The cost of simultaneous replace-
ment of both components is c1 + c2 + cr. If only the
ith component is replaced (i= 1,2), the cost is ci + cr.
This induces an economical dependence between cost
replacements.

3 THEORETICAL RESULTS

3.1 Structure of the stochastic process

Let Y =
(
Y
(1)
t , Y

(2)
t

)
t≥0

be the stochastic process de-

scribing the maintained system. Each time both com-
ponents are simultaneously replaced, the system is as
good as new and its future evolution is stochastically
identical to taht of the initial system and independent
of its past. So, on one side, the stochastic process
Y = (Yt)t≥0 appears as a regenerative process, where
the simultaneous replacements of both components
are the regeneration times, with generic length τT ,
where

τ = inf (n ≥ 1 : YnT = (0,0)) . (1)

This property is used in Subsection 3.3.

On the other side, considering the system state after
each inspection, the sequence (YnT )n≥0 is a Markov
chain with continuous state space [0,M1] × [0,M2].
Indeed, regardless of whether the components are re-
placed or not at inspection time nT , their future evolu-
tion after time nT only depends on their state at time
nT . This means that (Yt)t≥0 is a semi-regenerative

process, with (YnT )n≥0 as embedded Markov chain.

Both processes
(
Y
(i)
nT

)
, i = 1,2 have the same prop-

erty and also are semi-regenerative processes, with

(Y
(i)
nT )n≥0, i = 1,2 as embedded Markov chains and

state space [0,Mi].

We next provide the transition kernel of the
different Markov chains, namely Q(x, dy) and

Q(i)(xi, dyi), i = 1,2, with

Q(x, dy) = P (YT ∈ dy|Y0 = x) = Px (YT ∈ dy)

for all x = (x1, x2) ∈ [0,M1] × [0,M2], dy =
(dy1, dy2) and

Q(i)(xi, dyi) = P
(
Y
(i)
T ∈ dyi|Y

(i)
0 = xi

)
= Pxi

(
Y
(i)
T ∈ dyi

)

for all x(i) ∈ [0,Mi], i = 1,2.

For i = 1,2, there are two possible scenarios for
the ith component at atime T : either the component
is replaced by a new one and its level deterioration is
reset to 0, or it is left as it is. Starting from xi, the first
scenario happens with the probability

Pxi
(
X
(i)
T >Mi

)
= F

(i)

T (Mi − xi).

As for the second scenario, it means that the level

of the ith component at time T is xi + X
(i)
T , with

xi + X
(i)
T ≤ Mi. This provides the following transi-

tion kernel:

Q(i)(xi, dyi) =F
(i)

T (Mi − xi)δ0(dyi)

+ 1[xi,Mi](yi)f
(i)
T (yi − xi)dyi

where xi ∈ [0,Mi] and where δ0 (dyi) stands for the
Dirac measure at 0.

As for the whole system, at time T , there are three
possibilities: either no replacement, or one single re-
placement, or two simultaneous replacements. Ac-
cording to which component is replaced in case of one
single replacement (component 1 or 2), this leads to
four different possible scenarios and provides the fol-
lowing transition kernel:

Q(x, dy) =

4∑
i=1

Qi(x, dy)



with

Q1(x, dy) = 1[x1,M1] (y1) 1[x2,M2] (y2)
×fT (y1 − x1, y2 − x2)dy1 dy2, (2)

Q2(x, dy) = 1[x2,M2] (y2)

×
(∫ +∞

M1
fT (u1 − x1, y2 − x2)du1

)
δ0(dy1) dy2,

(3)

Q3(x, dy) = 1[x1,M1] (y1)

×
(∫ +∞

M2
fT (y1 − x1, u2 − x2)du2

)
dy1 δ0(dy2),

(4)

Q4(x, dy) = FXT (M1 − x1,M2 − x2)
×δ0(dy1)δ0(dy2)

(5)

for x= (x1, x2) ∈ [0,M1]× [0,M2] and y = (y1, y2) ∈
[0,M1]× [0,M2].

3.2 The cost function on a finite horizon time

The total cost depends on the probability of re-
placement of one or two components at inspection
times, and of the mean down-time duration. For
x = (x1, x2) ∈ [0,M1]× [0,M2], we hence introduce
U(x, [0, t[) to be the mean down-time duration on
[0, t[ given that the system starts from X0 = x. We
also set R12(x,nT ) and Ri(x,nT ) to be the probabil-
ities of replacement of both components and of the ith

component (i = 1,2) at time nT , respectively.
Then, given that X0 = x, one easily gets that the

mean cost on [0, t[ is

C(x, [0, t[)

= cuU(x, [0, t[) + (c1 + cr)
∑

n:nT<t

R1(x1, nT )

+ (c2 + cr)
∑

n:nT<t

R2(x2, nT )− cr
∑

n:nT<t

R12(x,nT )

+ cpb
t

T
c,

where b t
T
c stands for the integer part of t

T
.

Note that the cost is computed on [0, t[ so that, in
case t = nT , n ≥ 1, no replacement cost is consid-
ered at time t. (Indeed, we do not replace components
once the horizon time t is reached ). Of course, this
does not inferer on the mean down time: U(x, [0, t[) =
U(x, [0, t]) = U(x, ]0, t]).

We now have to compute the different quantities
involved in C(x, [0, t[). Given that X0 = (x1, x2) ∈
[0,M1]× [0,M2], it is easy to see that at the first in-
spection time T :

Ri(x,T ) = F
(i)

T (Mi − xi),

R12(x,T ) = F T (M1 − x1,M2 − x2).

As for the mean down time on [0, t[, it depends on
the system structure. For t ≤ T , we get:

U(x, [0, t[) =

∫ T

0

F u(L1 − x1,L2 − x2) du

for a parallel system and

U(x, [0, t[) = t−
∫ t

0

Fu(L1 − x1,L2 − x2) du

for a series system.
From the second period, conditionning on YT and

using the Markov property at time T , we get for all
n ≥ 2:

R12(x,nT ) = Ex
[
1{

Y
(1)
nT >M1,Y

(2)
nT >M2

}]

= Ex
[
Ex
(

1{
Y
(1)
nT >M1,Y

(2)
nT >M2

}|YT
)]

= Ex [R12(YT , (n− 1)T )]

=

∫∫
R2+

R12(y, (n− 1)T )Q(x, dy).

Using similar arguments for the other quantities,
we get the following Markov renewal equations
(MRE).

Proposition 1 For n ≥ 2, we have:

Ri(xi, nT ) =

∫
R+
Ri(yi, (n− 1)T )Q(i)(xi, dyi)

for i = 1,2 and xi ∈ [0,Mi] and

R12(x,nT ) =

∫∫
R2+

R12(y, (n− 1)T )Q(x, dy),

U(x, [T, t[) =

∫∫
R2+

U(y, [0, t− T [)Q(x, dy)

for x = (x1, x2) ∈ [0,M1]× [0,M2] and t > T .

Such results allow to recursively compute the dif-
ferent quantities involved in the cost.

3.3 Cost on infinite horizon

Recalling that τT is the length of a generic cycle for
the process (Yt)t≥0 seen as regenerative process, see

(1), one can check that Ex(τ) is finite, for any start-
ing point x. The embedded Markov chain (YnT )n≥0
hence is a Harris chain and it admits a unique station-
ary distribution π (say). This distribution is the single
solution of the integral equation πQ = π. Substitut-
ing the kernel Q by its four-part expression (2− 5),
we get the following result by identifying the terms
with respect to dx1 dx2, δ0(dx1) dx2, dx1 δ0(dx2) and
δ(0,0)(dx1, dx2).



Proposition 2 Let:

g(y1, y2) =
∫∞
M1
fT (u1 − y1, y2) du1,

h(y1, y2) =
∫∞
M2
fT (y1, u2 − y2) du2,

k(y1, y2) = F T (M1 − y1,M2 − y2)

for all (y1, y2) ∈ [0,M1]× [0,M2]. Then, the invariant

distribution π of the Markov chain (YnT )n≥0 is of the

shape:

π(dx) =a12(x) dx+ a2(x2) δ0(dx1) dx2

+ a1(x1) dx1 δ0(dx2) + a4 δ(0,0)(dx)

where x = (x1, x2) and where a12(x), a2(x2), a1(x1),

a4 are the single solution of the following set of inte-

gral equations:

a12(x) =
∫∫

[0,M1]×[0,M2]

a12(y)fT (x− y)dy

+
∫M2

0
a2(y2)fT (x1, x2 − y2)dy2

+
∫M1

0
a1(y1)fT (x1 − y1, x2)dy1 + a4 fT (x),

a1(x1) =
∫∫

[0,M1]×[0,M2]

a12(y)h (x1 − y1, y2)dy

+
∫M2

0
a2(y2)h (x1, y2)dy2

+
∫M1

0
a1(y1)h (x1 − y1,0)dy1 + a4 h(x1,0),

a2(x2) =
∫∫

[0,M1]×[0,M2]

a12(y)g (y1, x2 − y2)dy

+
∫M2

0
a2(y2)g (0, x2 − y2)dy2

+
∫M1

0
a1(y1)g (y1, x2)dy1 + a4 g(0, x2),

a4 =
∫∫

[0,M1]×[0,M2]

a12(y)k (y)dy

+
∫M2

0
a2(y2)k (0, y2)dy2

+
∫M1

0
a1(y1)k (y1,0)dy1 + a4k (0,0) ,

for all x = (x1, x2) ∈ [0,M1]× [0,M2].

These equations are numerically solved using an it-
erative method.

Now, let c (I) be the random cost on any interval
I ⊂ R+. As (Yt)t≥0 is a regenerative process with fi-

nite mean length cycle E0(τT ) = TE0(τ), we know
from classical renewal theory (Asmussen 2003) that
the asymptotic unitary cost

C∞ = lim
t→∞

c([0, t[)

t

exists (almost surely) and that it may be computed
via:

C∞ =
E0(c(τT ))

E0(τT )
=
E0(c(τT ))

TE0(τ)
.

Furthermore, according to (Cocozza-Thivent ), we
have

E0(c(τT )) = E0(τ)Eπ [C(·, ]0, T ])]

where π is the stationary distribution of (YnT )n≥1 pro-
vided by Proposition 2 and where

Eπ [C(·, ]0, T ])] =

∫∫
[0,M1]×[0,M2]

C(x, ]0, T ])π(dx).

So we get

C∞ =
Eπ [C(·, ]0, T ])]

T
.

Based on the previous results for the mean cost on
a finite horizon and for the invariant distribution π, we
are now able to compute the asymptotic unitary cost
C∞.

4 NUMERICAL EXPERIMENTS

4.1 Bivariate Gamma process

A specific model similar to (Mercier & Pham 2012)
is here used, which we call bivariate Gamma process.
We recall its construction, for sake of completeness.
We first remind that a univariate Gamma process with
parameters (a, b) (where a, b > 0) is a subordinator Z
such that for every t ≥ 0, the random variable Zt is
Gamma distributed Γ(at, b) with p.d.f.:

fat,b(x) =
1

Γ(at)
bate−bxxat−11{x>0}.

We only envision the case b = 1 in the following,
which is no restriction.

Starting from three independent univariate Gamma

processes
(
Z
(i)
t

)
t≥0

with parameters (αi,1) for i =

1,2,3 (where α1, α2, α3 > 0), we set

X
(1)
t = Z

(1)
t +Z

(3)
t and X

(2)
t = Z

(2)
t +Z

(3)
t .

The process (Xt)t≥0 =
(
X
(1)
t ,X

(2)
t

)
t≥0

then is a bi-

variate subordinator with Gamma marginal processes
and marginal parameters (ai,1) where ai = αi + α3
for i = 1,2. Pearson’s correlation coefficient between

the two random variables X
(1)
t and X

(2)
t is indepen-

dent of t and given by

ρ =
α3√
a1a2

. (6)

We consequently have α1 = a1− ρ
√
a1a2, α2 = a2−

ρ
√
a1a2 and α3 = ρ

√
a1a2, with 0 ≤ ρ ≤ ρmax =

min
(√

a1
a2
,
√

a2
a1

)
. Two equivalent alternate parame-

terizations hence are available for (Xt)t≥0: either

(α1, α2, α3) or (a1, a2, ρ). Besides, all the dependence
between the marginal processes is contained in the
linear correlation coefficient ρ.



Table 1: Examples parameters

Structure a1 a2 ρ L1 L2 M1 M2 T c1 c2 cr cp cu t0
Ex .1 - 4 9 0.5 - - 0.6 0.9 0.5 - - - - - -
Ex.2 - 4 4 0.6 - - 0.5 0.3 0.6 - - - - -
Ex. 3 Parallel 4 4 0.5 0.7 0.6 0.5 0.5 - 1 1 1 - 10 4
Ex. 4 Series 4 9 0.5 1.2 1.4 - - 0.5 0 - - 0 - 4T
Ex. 5 - 4 9 - - - 4 5 1 - - - - - 4T

4.2 Examples

Parameters for all examples are displayed in Table 1,
as well as the system structure when necessary (com-
putations of mean down times and costs).

Example 1 Two parts of the invariant distribution

π of (YnT )n≥0 are displayed in Figure 2: functions

a1 (x1) and a12 (x), which are the p.d.f.’s of π with

respect of dx1 δ0 (dx2) (replacement of component

2 only) and dx1 dx2 (no replacement), respectively.

With the chosen parameters, we observe that a1(x1)
is increasing with x1 and that a12(x) is concave. Also,

we get a4 ' 0.89, so that the probability of simultane-

ous replacement of both components is high for large

times.
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Figure 2: Parts of the invariant distribution of (YnT )n≥0, Exam-

ple 1

Example 2 The convergence of the distribution of

(YnT )n≥0 towards π, which has been theoretically

proved, is illustrated in Figure 3 through the numeri-

cal convergence of the mean rate of simultaneous re-

placements on [0, nT ], that is of 1
nT

∑n
i=1R12 (0, iT )

towards the asymptotic rate 1
T
Eπ (R12 (·, T )) =

1
T

∫
R2+
R12 (x,T )π (dx).
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,n
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n
T Eπ(R

12
(.,T))/T

Figure 3: Illustration of the convergence of (YnT )n≥0, Ex. 2

Example 3 This example illustrates the variations of

the mean rate of simultaneous replacements (asymp-

totic case) and of the cumulated mean number of si-

multaneous replacements on [0, t0[ (finite time case)

with respect of the period T (see Figure 4). For the fi-

nite horizon case [0, t0[, this mean number of replace-

ments is not continuous with respect of T . The discon-

tinuity points are the points T such that there exists

some number n satisfying t0 = nT , because at these

points, we do not consider possible replacements at

t0. As for the asymptotic case, the rate of simultane-

ous replacements seems continuous with respect of T .
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Figure 4: Mean rate (asymptotic case, lower figure) and mean
number (finite time case, upper figure) of simultaneous replace-
ments as a function of T , Example 3



Figure 5 (upper) shows that, as expected, the cumu-

lated mean down time on [0, t0[ is increasing with T .

Figure 5 (lower) shows that the asymptotic unavail-

ability Eπ (U ([0, T ]))/T also is increasing with T .
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Figure 5: Mean down time in the finite horizon case (upper fig-
ure) and asymptotic unavailability (lower figure) as a function of
T , Example 3

The asymptotic unitary cost is plotted in Figure 6 as

a function of T . The function is convexe and admits a

single minimum at Topt ' 0.52.
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Figure 6: The asymptotic unitary cost as a function of T , Exam-
ple 3, cp = 0.01

Example 4 The influence of the preventive mainte-

nance thresholds (M1,M2) on the cost functions of a

series system is here studied. We take cp = c1 = 0 and

consider several cases for (c2, cu, cr). As we can see,

both on a finite and infinite horizons, the cost function

may be convex (see Figure 7), concave (see Figure 8)

or more complicated (see Figure 9).

So it is hard to say anything about the shape of the

cost functions with respect to the preventive mainte-

nance thresholds (M1,M2). This is due to the fact that

the mean number of replacements and the down-time

durations may have reverse concavity with respect of

(M1,M2).

Figure 7: The cost functions of (M1,M2), Example 4, c2 = 0,
cr = 1, cu = 2

Example 5 We finally look at the influence of the de-

pendence between the two components on criterion of

interest. Let us recall that, for the bivariate Gamma

model, this dependence is measured by Pearson’s cor-

relation ρ, see (6). The probability of simultaneous

replacements of both components is plotted in Figure

10. We can see that it is not monotone with respect of

ρ, so that costs will not be monotone with respect of

the dependence either, neither for the finite nor for the

infinite horizon time.

5 CONCLUSIONS

We here proposed a preventive maintenance policy
for a periodically tested system modeled by a bivari-
ate subordinator. The PM policy is assessed through a
cost function on both finite and infinite horizon time.
Influences of different parameters (preventive main-
tenance thresholds, the duration between two inspec-
tions and the dependence between components) are
studied from a numerical point of view. Most of the
time, the variations of the cost functions are very com-
plicated with respect to each parameter, so that we
cannot expect to get theoretical results on such points.
However, some points might be studied more care-
fully. For instance, we have observed on a few cases
that the asymptotic unavailability was increasing with
respect to the duration between inspections. Is it pos-
sible to prove it theoretically? This is an open ques-
tion.
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